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#### Abstract

Molecular logic, the concept and its mathematical representation, are discussed. A status report is given on the development of computer programs for the deductive solution of chemical problems by molecular logic. The program PEMCD (Program for determining the Exact Minima of Chemical Distance) has been implemented recently; preparations for an improved version have already begun. IGOR 2 (Interactive Generation of Organic Reactions), a user-friendly PC version of IGOR has evolved and is soon ready to be distributed. The implementation of RAIN 2 (Reactions And Intermediates Networks) is in its early stages. Besides its use in the prediction and mechanistic elucidation of chemical reactions, including metabolic pathways and retrosynthetic analyses, it will be incorporated as a module into a system for the bilateral design of syntheses, together with a substructure correlation module that still is under development.


## INTRODUCTION

The reaction library based synthesis design programs belong to the best known type of computer assistance for organic synthesis (ref. 1). In a recent review, zefirow (ref. 2) mentioned more than a dozen such retrosynthetic programs. However, besides these information oriented programs, there exist also some synthesis design programs that are based on molecular logic (refs. 1-10). Moreover, many chemistry oriented computer programs are useful for syntheses, although they have not been explicitly devised for this purpose (refs. 8-10).

We use the term molecular logic for the inherent logic of chemistry: While molecular logic refers to the logic that chemists use ad hoc in their reasoning and in the solution of individual chemical problems, the logical structure of chemistry is a global edifice of relations, mostly equivalence relations; it provides the general framework for molecular logic and the deductive solution of chemical problems. Molecular logic and the logical structure of chemistry are both consequences of the valence chemical properties of the chemical elements and some physical principles that determine the behaviour of chemical systems.

The discovery of the logical structure of chemistry began with the brilliant insights of Berzelius, Liebig, Wöhler, Couper, Gerhard, Frankland and Kekulé who created the "structural theory of chemistry". This theory and the underlying concept of chemical constitution was officially accepted in 1860 by the chemical world at the Congress of Chemistry (refs. 11 , 12). a forerunner of the IUPAC conferences. Since then, the structural theory is an integral part of all chemical reasoning. The addition of stereochemical ideas completed the essentials of conceptual chemistry from 1874 on (ref. 13).

The development of quantum theory and new types of knowledge about molecules, as obtained through physico-chemical and computational methods, are responsible for the more recent refinements of molecular logic.

The representation of the logical structure of chemistry by qualitative mathematical models and theories began with Cayley's (ref. l4) molecular graphs that led to the elegant present day applications of graph theory in chemistry by Balaban (ref. 15), Kvasnička et al. (ref. l6) and many others. Polyás enumeration theory (ref. l7) that was extended and perfected by Ruch (ref. 18) marks the onset of the direct qualitative mathematical treatment of stereochemistry.

## THEORY OF THE BE-AND R-MATRICES

In 1973 Dugundji and Ugi (ref. 19) formulated the theory of the BE- and Rmatrices, an algebraic model of the logical structure of constitutional chemistry. This qualitative mathematical theory of constitutional chemistry pertains to the chemistry of a fixed collection $A=\left\{A_{1} \ldots, A_{n}\right\}$ of atoms. An ensemble of molecules (EM) that is based on A contains each atom of $A$ once and only once.

The Family of Isomeric EM of A, FIEM (A) is the complete set of all such EM. The FIEM(A) contains the entire conceivable chemistry of A. Since A can be any collection of atoms, the theory of the BE - and R -matrices, a theory of the FIEM (A) covers all of chemistry and is a universal model of the logical structure of constitutional chemistry.

The BE-matrix $B$ of an EM(B) ЄFIEM(A) is an nxn symmetric matrix whose rows/columns are assigned to the atoms of $A$; the $i-t h$ row/column belongs to $A_{i}$. The off-diagonal integer entry $b_{i j}=b_{j i}(i \neq j)$ of $B$ is the formal order of the covalent bond between $A_{i}$ and $A_{j}$. $A$ single covalent bond $A_{i}-A_{j}$ corresponds to a pair of valence electrons that is shared by $A_{i}$ and $A_{j}$. The diagonal entry $b_{i j}$ is the number of lone valence electrons at $A_{i}$. Thus the sum over the entries of $B$ is the total number of valence electrons in EM(B). In contrast to an adjacency matrix or a connectivity matrix, a BEmatrix is a genuine mathematical entity with well-defined algebraic properties.

The chemical constitution of

$$
\mathrm{H}-\mathrm{C} \equiv \mathrm{~N}
$$

is thus represented by

$$
B(H C N)=\left[\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 3 \\
0 & 3 & 2
\end{array}\right],
$$

an equivalent of its constitutional formula (with $H=A_{1}, C=A_{2}$ and $N=A_{3}$ ).

Since $n$ atoms can be indexed in up to $n!$ distinct ways, a given EM can be described by up to $n$ ! distinct but equivalent BE-matrices. Any two BE-matrices $B$ and $B^{\prime}$ represent the same $E M$, and are equivalent if they are interconvertible by row/column permutations that correspond to a permutation of the atomic indices in $A=\left\{A_{1}, \ldots, A_{n}\right\}$. One of the atomic indexings can be defined as the canonical indexing, e.g. by the Morgan algorithm (ref. 20) or CANON (ref. 21).

$$
\mathbf{B}=P \cdot B^{\prime} \cdot P^{-1} \text { ( } P \text { is a permutation matrix!) }
$$

We extend the concept of isomerism from molecules to EM. Then any stoichiometrically balanced chemical reaction EM (B) $->$ EM (E) is an interconversion of isomeric $E M \in \operatorname{FIEM}(A)$. The above reaction is represented by the transformation of the $B E$-matrix $B$ of the educt $E M(B)$ into the $B E-$ matrix $E$ of the product $E M(E)$ by addition of a so-called reaction matrix (R-matrix) $\mathbf{R}$, according to $\mathbf{B}+\mathbf{R}=\mathbf{E}$.

The off-diagonal entry $r_{i j}=r_{j i}$ of the nxn symmetric R-matrix $\mathbf{R}=\mathbf{E}$ - $\mathbf{B}$ indicates the change in the formal order of the covalent bond between $A_{i}$ and $A_{j}$, and the diagonal entry $A_{i}$ is the change in the number of lone valence electrons at $A_{i}$. Accordingly an $R$-matrix corresponds to the change in the distribution of the valence electrons during the reaction EM(B) $->$ EM(E), i.e. an R-matrix describes a redistribution pattern of valence electrons, a pattern of "electron pushing arrows". An irreducible R-matrix is obtained from an R-matrix by removing all rows/columns that contain only zeros. The rows/columns of an irreducible R-matrix belong to the reactive centers that form the core of the reaction. An irreducible $R-$ matrix corresponds to a category of reactions, that have in common some electron redistributions scheme as represented by $R$.

The equation $\mathbf{B}+\mathbf{R}=\mathbf{E}$ describes only a real chemical reaction if it complies with (a) the mathematical fitting condition and (b) the valence chemical boundary conditions.
(a) The negative entries $r_{i j}>0$ of $R$ must coincide with entries $b_{i j} \geq\left|r_{i j}\right|$ of $B$, in order to ensure $e_{i j}=b_{i j}+r_{i j} \geq 0$. In essence, this means one cannot break bonds that do not exist, and one cannot push electrons from where there are none.
(b) Each row/column of a BE-matrix must correspond to one of the allowable valence schemes of the chemical element that has been assigned that row/column. The allowable valence schemes may differ from case to case and may be chosen ad hoc. The sets of valence schemes of stable molecules are generally different from those of reactive intermediates (ref. 22).

In our most recent generation of computer programs for the deductive solution of chemical problems the valence chemical boundary conditions are contained in the so-called transition tables that are part of the reaction generators (ref. 23). A transition table contains the allowed valence schemes of the respective chemical element for the educts and the products of the reactions considered, as well as the forbidden, or the permitted transitions during chemical reactions. For each considered chemical element, a transition table is provided, either as a standard transition table, or as an ad hoc transition table, formulated by the user to suit a given problem.

Since $E M(B)$ and $E M(E)$ contain the same number of valence electrons, we have


However, for chemical reactions,

$$
d(E, B)=\sum_{i j}\left|r_{i j}\right| \geq 0
$$

is twice the number of valence electrons that are redistributed during the interconversion $E M(B) \rightleftharpoons E M(E)$. Since $d(E, B)$ has the mathematical properties of a distance, and has immediate chemical meaning, we call $d(E, B)$ the chemical distance (CD) between $B$ and $E$.

With a fixed atomic indexing of $E M(B)$, i.e. a fixed assigment of the rows/columns of $B$ to the atoms of $A=\left\{A_{1} \ldots, A_{n}\right\}$, the $C D$ between $B$ and $E$ depends on the indexing of the atoms in EM(E). Thus the chemical distance $d\left(B, P \cdot E \cdot P^{-1}\right)$ is a function of the permutation matrix $P$, that represents the reindexing of $A$. The theory of the $\mathrm{BE}-$ and R -matrices can also expressed in geometric terms. Then $C D$ does not only have a mathematical meaning but can also be visualized as a so-called "city-block distance" (refs. 19, 24,25). The nxn BE-matrices $B$ and $E$ of $E M(B)$ and $E M(E)$ correspond to the BE-points $P(B)$ and $P(E)$ in an $n^{2}$-dimensional Euclidean space, and the $R-$ matrices are there vectors from $P(B)$ to $P(E)$. $E M(B)$ is representable by up to $n$ ! equivalent $B E$-matrices $B^{\prime}=P \cdot B^{\prime} P^{-1}$. Accordingly, we have a cluster of $B E$-points $P\left(P \cdot B \cdot P^{-1}\right)$. For each point $P(E)$ there is a point $P(B)$ in the cluster of $E M$ ( $B$ ) at $d(B, E)$, the minimal $C D$ ( $M C D$ ) between the clusters of $B$ and E. Without specifying a particular atom-by-atom mapping of EM(B) onto $E M(E)$, the term $C D$ means the MCD.

An R-matrix is reoresentable as a sum of its components.

$$
R=R_{1}+\ldots+R_{m}
$$

The successive transformation of $B$ by the components of $R$ corresponds to a sequence of chemical reactions, or mechanistic steps. This is important for step-wise elaboration of reactions.

$$
B+R_{1}=E_{1} ; E_{1}+R_{2}=E_{2} ; E_{2}+R_{2}=E_{2} ; \ldots ; E_{m}+R_{m}=E
$$

Under (a) and (b) these additive transformations commute only if they are independent of each other. For example the reaction mechanism

is represented by

$$
\mathrm{B}(\mathrm{HCN})+\mathrm{R}_{1}=\mathrm{E}_{1}\left(\mathrm{H}^{\oplus}+\mathrm{CN}^{\ominus}\right), \mathrm{E}_{1}\left(\mathrm{H}^{\oplus}+\mathrm{CN}^{\ominus}\right)+\mathrm{R}_{2}=\mathrm{E}(\mathrm{HNC}) \text {, and } \mathrm{B}(\mathrm{HCN})+\mathrm{R}=\mathrm{E}(\mathrm{HNC}),
$$

with $E_{1}\left(H^{\oplus}+C N^{\theta}\right)=\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 2 & 3 \\ 0 & 3 & 2\end{array}\right], \quad \mathbf{E}=\left[\begin{array}{lll}0 & 0 & 1 \\ 0 & 2 & 3 \\ 1 & 3 & 0\end{array}\right]$,

$$
R_{1}=\left[\begin{array}{rrr}
0 & -1 & 0 \\
-1 & +2 & 0 \\
0 & 0 & 0
\end{array}\right], \quad R_{2}=\left[\begin{array}{rrr}
0 & 0 & +1 \\
0 & 0 & 0 \\
+1 & 0 & -2
\end{array}\right], \quad \mathbf{R}=\left[\begin{array}{rrr}
0 & -1 & +1 \\
-1 & +2 & 0 \\
+1 & 0 & -2
\end{array}\right]
$$

Note that $B(H C N)+R_{2}=E_{2}$ would violate $(b)$ because $E_{2}$ represents

$$
E_{2}=\left[\begin{array}{lll}
0 & 1 & 1 \\
1 & 2 & 3 \\
1 & 3 & 0
\end{array}\right]
$$


a molecule with a forbidden valence scheme of the hydrogen atom.

## CORRELATION, CLASSIFICATION AND UNAMBIGUOUS REPRESENTATION OF MOLECULAR SYSTEMS AND CHEMICAL REACTIONS

## Substructure correlation in synthesis design

The known computer programs for the design of syntheses are based on the retrosynthetic approach. There a tree of precursors is successively elaborated from the target molecule (TM) of the synthesis by applying the retroreactions of the reactions that lead towards the target. These retroreactions are either obtained from a reaction library (ref. 2), or they are manufactured as needed by so-called reaction generators (ref. 23).

Regardless of the source of the retroreactions, the trees of synthetic routes tend to expand very rapidly and in order to avoid combinatorial explosions, the trees of synthetic routes must be heavily pruned by suitable selection procedures. Most of these selection procedures are based on thermochemical estimates, charge affinity patterns (refs. 3,26), or on heuristic rules that are hardly applicable equally well under all conditions (ref. 26). Thus there is a danger that this essentially heuristic tree pruning will sometimes be quite arbitrary.

The bilateral design of syntheses is an attractive alternative the retrosynthetic approach (ref. 7). Provided that the $T M$, its coproducts and the starting materials (SM) of a synthesis are all known, it is possible to design the syntheses bilaterally, i.e. to generate a network of synthetic pathways that connects the SM with the $T M$ and its coproducts. We had thus originally iclea to establish an atom-by-atom mapping of the EM of SM onto the target $E M$, by the principle of $M C D$, and to use the components of the corresponding "grand R-matrix" of the synthesis to manufacture a network of the conceivable synthetic routes (ref. 7). This plan was given up, because there are too many mappings that must be considered, also some whose $C D>M C D$. We now prefer a development of reaction networks with more degrees of freedom.

When a network of reactions is produced by letting trees converge bilaterally from two centers, the number of nodes that are encountered until the trees merge may be as large as in a tree that grows unilaterally from one center until it reaches the other center. This is true for trees, that are growing randomly. Since a synthesis can be imbedded in the chemistry of an FIEM, and since the this corresponds to a lattice of points in a high-dimensional Euclidean space synthetic pathways have "length and direction". By virtue of this metric aspect the combinatorial problem of synthesis design is substantially reduced by a bilateral approach with the theory of the BE- and R-matrices as a foundation (refs. 7, 27-29).

The SM of a synthesis are generally not known when a given $T M$ must be synthetized. In order to apply the bilateral deductive approach to synthesis design, not only the complete EM of SM must be known, but also the coproducts of the TM. Then the problem of the synthesis is reduced to converting the EM of SM into an isomeric EM that contains the $T M$. The suitable $S M$ for the synthesis of a given $T M$ can be found from a list of available SM by substructure correlation. One first looks for the SM that has the largest substructure in common with the TM. Then a SM is picked that has a maximum substructure in common with the remainder of the $T M$ etc. etc., until a collection of $S M$ is reached whose union of eligible substructures covers the $T M$. It is like the assembling of jigsaw puzzle. This seems to be a straightforward concept, but in practice the aforementioned search for SM by substructure correlation belongs to the most difficult problems in the field of computer assistance to synthesis.

Substructure correlation is of great importance in many areas, that are related to chemistry, in particular in structure/activity analysis. Sear-
ching a list of molecules that contain a given substructure is relatively easy to achieve and belongs to the retrieval routines of chemical documentation, whereas in contrast, the correlation of molecules by substructures that are not known beforehand is a much more difficult task. An early analysis showed that substructure correlation by the known methods is an np-complete problem (ref. 32) and is not suitable for most cases of interest. However, this analysis led also to a then new way of correlating substructures. It was found that the required memory space and computer time will only increase polynomially (of degree $\leq 5$ ), if the substructures of all considered molecules are imbedded in a common, contiguous oriented network of father/son relations. Then the largest common substructures of any two molecules are the common nodes that are closest to both parent molecules. This concept of substructure correlation of CORREL (ref. 30) belongs now to the state of the art (loc. cit. ref. 8).

Although, in general, the size of the substructure networks does not increase much by the addition of further molecules when a list of 18002000 molecules is reached, we have found that the number of substructures will besome too large if a complete network of substructures is generated from a comprehensive list of available starting materials for organic synthesis. We are now developing a substructure correlation system for bilateral synthesis design that is confined to the indispensable SM and to substructures that are synthon-related. Thus some empirical chemistry enters logic oriented synthesis design through the back door.

We have done extensive model studies towards synthesis-oriented substructure correlation. An already partly executed plan has resulted:
(a) Guided by synthon considerations, a list of available SM is assembled from the oreparative literature and the catalogs of the major supply houses.
(b) In each SM these bonds are determined that are preferably dissected under the aspect of syntheses.
(c) The SM are partitioned into fragments (FR) according to (b).
(d) An oriented network of father/son relations is manufactured from the FR.
(e) The FR of the TM are analogously incorporated into the oriented FR network, in order to find the SM with the largest common $F R$ and its optimum placement in the TM. Then the SM with the largest FR in common with the remainder of the target, etc. etc.

According to test runs with relatively small lists of $S M$, with (a)-(e) a surprisingly large number of solutions is found. Therefore an automated selection procedure is developed for the EM of $S M$. in this procedure the $T M$ and syntheses are e.g. classified by the chemist according to the following properties and criteria, and evaluated accordingly:

- polyfunctional polar, (almost) consonant TM (ref. 31)
- complex polycyclic TM that require a strategy
- strained polycyclic $T M$ with constitutional symmetries (ref. 21).
- TM with dissonant functional groups
- TM requiring radical phenol coupling
- TM requiring stereoselective operations

The selection of the preferred $S M$ is accomplished by the use of a set of evaluation criteria:

- total CD of the synthesis
- estimated number of functional groups involved.
- possible convergence of the synthesis
- location of the bonds broken/made, relative to the functional groups and consonant/dissonant parts of the TM
- construction of a polycyclic ring system in the TM
- stereocontrolled synthesis of acyclic TM
- exploitation of constitutional symmetries
- loss of major parts of the SM
- useless functional groups in SM
- preservation, or loss of the stereochemical characteristics of the SM
- relation of the charge affinity patterns in the $S M$ and $T M$, and consequences for dealing with existent dissonances.

For example, a FR network with 426 nodes is generated from a test set of 73 SM. When the alkaloid ajmaline 1 is subjected to a subgraph correlation with this list of $S M$,


1

137 assignments $F R / T M$ are found, and 850 correlations $S M / T M$. Under the assumption that the azole moiety of ajmaline is covered by an indole derivative, 21 mappings $S M / T M$ result. Among these, some of the educts of published ajmaline syntheses are found. Without the azole/indole mapping five further sets of $S M$ are found for ajmaline.

After establishing a set of $S M$ for a given $T M$, its coproducts must be determined, in order to have a stoichiometrically balanced synthesis. The coproducts of the $T M$ can be found by the difference of the substructures in the SM and the TM. However, this is by no means a trivial task. A corresponding computer program is still at the design stage.

Once the complete EM of the $S M$ and the $T M$ and its coproducts are known, it remains to generate a network of the conceivable syntheses. This can be accomplished by the computer program RAIN (refs. 27-29) that is described later in this article.

## CONSTITUTIONAL EQUIVALENCES AND CHEMICAL SIMILARITY

The classification and canonical representation of molecules and chemical reactions is not only essential for chemical documentation but for almost any computer assistance in chemistry, including the computer assistance des for syntheses.

The chemical constitution of molecules is nowadays preferably represented by so-called topological matrices like the connectivity matrices (ref. 32) and BE-matrices (ref. 19). The required canonical indexing of the atoms can be achieved by the Morgan algorithm (ref. 20) that is primarily based on the unlabelled graph of the molecule, or by the relaxation algorithm CANON (ref. 2l) that takes both into account simultaneously, the underlying graph of the molecule, and the chemical elements that correspond to the labels of the nodes. Thus any constitutionally equivalent atoms are detected by CANON and an indexing at the atoms results that is also suitable for computer assisted stereochemistry (refs. 33,34).

When $(E M(B) \cup E M(E))$, the union of the educts $E M(B)$ and the products EM(E) of a chemical reaction is subjected to a suitably modified version of CANON, the reactive centers in $E M(B)$ and $E M(E)$ are detected as being
non-equivalent in the educts and the products, whereas the atoms that are locally equivalent in EM(B) and EM(E) belong to the parts of the reactants that are invariant under the considered reaction. The latter procedure is the decisive step in establishing the atom-by-atom mappings of EM(B) onto $E M(E)$, with redistribution of a minimum number of valence electrons, and are in accordance with the principle of minimum chemical distance (refs. 24,25), a modern quantitative version of the classical principle of minimum structure change (ref. 35).

The determination of the reactive centers and the invariant parts of reactants, as well as the atom-by atom mappings of the educts onto the products is indispensable for any documentation system of chemical reactions beyond listing educts and products. J. Brandt et al. have recently developed a hierarchic classification and documentation system for chemical reactions (refs. 36,37 ) that relies on the aforementioned atom-by-atom mappings.

The concept of $C D$ is not only useful for the classification and representation of chemical reactions, and sequences of chemical reactions, e.g. multistep syntheses. Chemical similarity (refs. 38,39) can now be clearly defined in terms of $C D$ (ref. 25). In fact, $C D$ is a quantitative measure of chemical similarity. Note that the precise degree of simularity of a given molecular system can only be determined to a given reference, if all considered systems are isomeric EM. Let the size of common substructures be a measure of similarity, then the non-matching parts of the molecules may still differ to varying extent, unless the systems are isomeric. Thus, similarity based order is only possible within an FIEM, otherwise, at best, there is only semi-order.

## HIERARCHICAL CLASSIFICATION OF CHEMICAL REACTIONS

Once an atom-by-atom mapping, or at least the reactive centers, the electron redistribution scheme, and the invariant parts of the reactants of a chemical reaction are established, e.g. by PEMCD (ref 25), it is possible to classify chemical reactions according to a hierarchy of criteria. In a hierarchic documentation system that is based on the theory of the BE- and R-matrices, Brandt et al. (refs. 36,37 ) use this hierarchy:

- R-category, consisting of reactions that have in common an irreducible R-matrix and electron redistribution scheme.
- RB-class, consisting of reactions that have in common the same intact BE-matrix, i.e. invariant bonds at the core of the reaction.
- RA-class, consisting of the reactions of an RB-class having in common the same chemical elements at the reactive centers.

A somewhat different hierarchic classification of chemical reactions is used in the computer program IGOR (refs. 40,41 ) where the user follows interactively the hierarchically classified results. In IGOR we have essentially the hierarchy (ref. 4l)

- R-category
- basis reaction, characterized by a graph of the educts and products where the nodes are the reactive centers and the edges are the covalent bonds that participate in the reaction
- RA-class
- individual chemical reactions

In the computer program RAIN (refs. 23,41,42) the R-categories can be partitioned according to the $T$-matrices (refs. 23,42 ) of the reactions.

## REACTION GENERATORS

The reaction generators ( RG ) solve the fundamental equation $\mathbf{B}+\mathbf{R}=\mathbf{E}$ of the theory of the $B E-$ and $R$-matrices. The RG of type $I$ (RGI) generates from a given $B E-m a t r i x ~ B=E-R$ the pairs ( $\mathbf{R}, \mathbf{E}$ ) that comply with (as) the mathematical fitting condition and (b) the valence chemical boundary conditions. The RG I predicts the reactions that $E M(B)$ can undergo, and they also find any EM from which EM(B) can be formed by a conceivable chemical reaction.

Our first synthesis design program CICLOPS (ref. 43) as well as the synthesis design program EROS (ref. 3) contain some fixed set of R-matrices that are subjected to row/column permutations and are then added to $\mathbf{B}$. The synthesis design program ASSOR (ref. 44) is endowed with an RG I that generates the R -matrices from their basis elements (ref. l9). A similar RG I has recently been incorporated into EROS. Brandt and Stadler (ref. 45) have recently introduced a recursive RGI that has been developed from the system CASTOR (ref. 46). Presently the most efficient RG are the transition table guided RG, the TRG. The development of the TRG began with the TRG II, a TRG of type II of IGOR (refs. 40,42 ) that generates the pairs ( $\mathrm{B}, \mathrm{E}$ ) from a given R -matrix.

A TRG I is the centerpiece of RAIN (ref. 23). This TRG I determines first the allowable valence schemes of the atoms in $E M(E)$ by applying the allowed transitions to the valence schemes of the respective atoms in the given $E M(B)$. For each combination of valence schemes the EM(E) are generated that comply with the theory of the $B E-$ and $R$-matrices and any other conditions that may be imposed by the user.

The TRG II of IGOR selects for each row/column of a given R-matrix $R$ a set of chemical elements whose transition tables are in agreement with the corresponding row/column of $R$. For each row/column of ( $B, E$ ) the union of the applicable transition tables is formed. From this union the valence schemes, their transitions and the usable chemical elements are found for the row/column pairs of (B,E). Subsequently all the BE-pairs (B,E) are produced by exhaustive combination of the valence schemes of the rows/columns. Then chemical elements are assigned to the rows/columns of ( $B, E$ ), and the unused valences of the reactive centers are saturated as specified by the user.

## DEDUCTIVE SOLUTION OF CHEMICAL PROBLEMS AND COMPUTER ASSISTED DESIGN OF SYNTHESES

After a long period of feasibility studies and experience gathering we have arrived at computer programs that deduce the solutions to individual problems from the general principles contained in the theory of the BEand $R$-matrices. In general, the unknowns " $X$ " of the problems that can be thus solved are molecular systems, or chemical reactions. The design of syntheses belongs for instance, to that category of problems. In essence, we have two problem-solving computer programs, IGOR and RAIN, that are complementary (ref. 23). The centerpieces of IGOR and RAIN are the two complementary RG, TRGI and TRGII. Also IGOR and RAIN solve complementary sets of problems.

IGOR was first written in PL/I for a CYBER 175. Recently IGOR 2 with a user friendly menu has been implemented for PC in FORTRAN 77 and Assembler. The purpose of $I G O R$ is to produce molecular structures and chemical reactions de novo from an input irreducible R-matrix. IGOR, like RAIN, has an interactive graphic input/output system, such that the user can follow IGOR as it proceeds along the hierarchic classification of its results.

When a zero R-matrix is subjected to $I G O R$, we have $B=E$, and $I G O R$ puts out constitutional formulas of molecules, according to specifications by the user (ref. 41). Thus the complete set of the 23 isomers (CH) 8 and
their interconversions by the 6.6 (six center/six electron) basis reactions (ref. 47), the $17 \mathrm{l} .3-\mathrm{dipoles}$ of the elements $\mathrm{C}, \mathrm{N}$ and O (ref. 41), sydnone and its 51 analogs with the empirical formula $\mathrm{C}_{2} \mathrm{H}_{2} \mathrm{~N}_{2} \mathrm{O}_{2}$ (ref. 41), as well as the 278 conceivable five membered cyclic phosphorylating reagents (ref. 48) have been obtained by IGOR from zero R-matrices.

The first computer program for inventing new reactions was a program by Stevens and Brownscombe (ref. 49) that generated analogs of the extrusion reaction, a 6.6 basis reaction, by permuting the chemical elements at the reactive centers of the reactants. It produced the roughly 70000 representatives of the above 6.6 basis reaction. To our knowledge, no unprecedented, experimentally verified reaction resulted from this project.

The attemps to use IGOR to discover unprecedented reactions began with Herges' (ref. 50) computer assisted experimental of study the ( $\sigma_{2} \pi_{2}+\pi_{2}$ )cycloadditions of homofurane, homothiophene and $N$-ethoxycarbonyl homopyrrole and double bond systems, forming of seven-membered rings (ref. 41). At the time of these investigations we believed that the cycloadditions obtained were unprecedented, and thus they were the first new reactions that had been discovered with computer assistance. However, after publishing our results, H. Prinzbach pointed out that Fowler (ref. 5l) had already observed an analogous reaction of $N$-ethoxycarbonyl-homopyrrole with an acetylene derivative, a reaction that had escaped our first literature search. Our computer programs for the deductive solution often reincent the wheel.

About the same time Herges found the thermal conversion of the $\alpha$-formyloxyketones into ketones and carbon dioxide, an unprecedented type of reaction that formally is an extrusion reaction. This is the first unprecedented reaction that has been "proposed" by IGOR and realized in the laboratory (ref. 4l). The hierarchical classification of chemical reactions permits to judge the degree of novelty of unprecedented reactions (ref. 52). By this classification, the aforementioned thermal decomposition of the $\alpha$-formyloxy ketones belongs to the known extrusion type 6.6 basis reaction. Thus it is novel, up to the level of basis reactions.

Our IGOR assisted search for unprecedented reactions of a higher degree of novelty led to the formation of 7 from $2+3$ that takes place at $180^{\circ} \mathrm{C}$ in almost quantitative yield (refs. 52-54). The underlying basis reaction $8+$ 9 -> 10 is, to our best knowledge, not populated by any known reactions. Thus novelty at the level of basis reactions has been achieved. When subjected to RAIN, the network $2+3->\{4,5,6\}->7$ of reaction pathways resulted. Quantum chemical computations suggest that $2+3->4->7$ is the most likely reaction pathway (ref. 52).


Another reaction that was suggested by IGOR is the formation of the phosphorane derivative 15 from 13 and 14 .


In an attempt to realize this reaction experimentally, 11 was oxidized by 12, and subsequently 14 was added. On work-up 17 was isolated. It was first believed to have been formed from 15 by hydrolysis, which would have confirmed 13 -> 15. However, a more detailed investigation revealed that 17 had been formed from unoxidized 11 via 16 by transesterification and oxidation.

RAIN 1 was directly developed on a PC, the COMPAQ 386 in FORTRAN 77 (refs. 27-29). In the meantime RAIN 2 is being implemented. RAIN 2 will contain an improved TRG $I$, and some additional routines, e.g. recognition of tautomers. The system RAIN generates a network of reaction pathways that connect two isomeric EM. The nodes of the network may be reactive intermediates, or stable molecules only, depending on the transition tables (ref. 23) that are used. The "engine" of RAIN is its TRG I, that produces the networks of conceivable reaction pathways by generating trees of reactions from the educts $E M(B)$ and the products $E M(E)$. Since all encountered molecules are CANONically represented (ref. 2l), any mergers of the educt tree and the product tree are immediately noticed. Unless otherwise specified, RAIN selects reaction pathways with a minimum number of nodes. There are many options that the user of RAIN can apply, e.g. diverse lower and upper bounds, for the $R$ - and T-matrices, for CD, and for formal electrical charge on the atoms, and rules that can be used on the chemical constitution and the substructures of molecules (ref. 42). Before being displayed, the network of reaction pathways is subjected to an optimization routine that minimizes the number of intersecting edges in the graph of the network. RATN is useful for the bilateral design of multistep syntheses from known starting materials and the target $E M$, for the elucidation of prebiotic biosynthetic and metabolic routes, as well as the analysis of reaction mechanisms.

Besides the bilateral operating mode, RAIN can also be operated in a unilateral mode to predict the conceivable chemical reactions that an EM may undergo, and it is also usable for retrosynthetic studies.

RAIN has already proven its power and usefulness in many test cases (refs. 27-29,42). The Streith-Defoin reaction (ref. 55) has played a particularly important role in the development of PEMCD (ref. 25) and of RAIN (refs. 27-29). The prebiotic synthesis of adenine from hydrogen cyanide (ref. 56) is a particularly interesting example, for which we only have preliminary results. The complexity of this problem is illustrated by one of the subnetworks that have been obtained (ref. 42).


## CONCLUSION

The development and acceptance of computer assistance in chemistry, and particularly in synthesis design have been slower than anticipated. Also, no dramatic progress is foreseeable for the immediate future. And yet, it will take no more than a few years until computer assistance in the design of syntheses and in the solution of other chemical problems will belong to chemists' everyday life. Very soon a great variety of computer programs for chemistry will become available, and a new generation of chemists will appear who have grown up with computers, like our generation did with bicycles.

Probably there will not be many batch programs that solve complex chemical problems fully automatically in some astounding way, but there will be many programs that will help with routine chores, and there will be many interactive programs performing the operations that are well automatable, and leave the decision that require the intelligence and imagination, knowledge and experience of an expert user.

In the field of synthesis design the reaction library based information oriented retrosynthetic systems have already demonstrated their capabilities and they will continue to have their share of the "market". The use of the logic oriented synthesis design systems, and related computer programs that do not primarily rely an detailed empirical data will soon increase significantly. It is conceivable, that in the long run, the logic oriented systems will change chemistry more profoundly, than the systems that rely on empirical data.
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